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Abstract: To reduce the power consumption, the 

design of approximate multiplier appears as a 

promising solution for many error-resilient 

applications. In the existing paper, a low-power 

high-accuracy approximate 8 x 8 multiplier 

design is proposed, where the power 

consumption can be saved with a small error. To 

our knowledge, the existing design is the first 

work that successfully uses high order 

approximate compressors in the approximate 

multiplier design. Based on the existing design a 

16 x 16 multiplier is proposed in this paper. The 

proposed design is innovated by using an 

efficient adder namely Brent Kung adder and 

this is implemented in the FIR filter design. 

Synthesis and simulation of the proposed design 

is done in Xilinx 14.7. Keywords-approximate 

computing, multiplier, low-power design; 

innovation. 

 

I. INTRODUCTION 

Multiplication is a crucial fundamental arithmetic 

operation in digital signal processing. To reduce 

the power consumption of an embedded system, 

the design of approximate multiplier appears as a 

promising solution for many error-resilient 

applications. In, different approximate multiplier 

designs (based on approximate 4:2 compressors) 

have been proposed to save the power 

consumption. However, their NMED (normalized 

mean error distance) values are relatively large. Liu 

et al. limited the carry propagation to the nearest 

neighbors for fast partial product accumulation. 

Zervakis et al. used partial product perforation to 

reduce the power consumption. Yang et al. used 

carry-maskable adders to reduce the length of carry 

chain. These approaches rely on extra logic for 

post-processing (i.e., error recovery) to reduce the 

error distance. In this paper, we propose a low-

power high-accuracy approximate 8 x 8 multiplier 

design. The main contribution of our work is that 

we successfully demonstrate that high order 

approximate compressors (e.g., 8:2 compressor)  

can be used in the approximate 8 x 8 multiplier 

design for achieving lower power dissipation while 

still maintaining high accuracy. Note that the 

proposed design does not require any extra logic 

for post-processing (i.e., error recovery). The 

architecture of the proposed approximate 8 x 8 

multiplier design has the following two main 

features. (1) Significance Driven Logic 

Compression. According to the significance, 

different weights use different compressors (i.e., 

counters) to accumulate their product terms. The 

higher significance weights use accurate 4:2 

compressors, the middle significance weights use 

near accurate compressors, and the lower 

significance weights use inaccurate compressors. 

As a result, the power consumption can be reduced 

with a small error. (2) High Order Approximate 

Compression. For the middle significance weights, 

we use high-order approximate compressors (e.g., 

8:2 compressor) to reduce the logic of carry chains. 

As a result, both the delay and the power can be 

greatly saved. To the best of our knowledge, the 

proposed design is the first work that utilizes high-

order approximate compressors in the approximate 

multiplier design. Note that this architecture allows 

the designers to configure the number of higher 
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significance weights, the number of middle 

significance weights and the number of lower 

significance weights for the trade-off between the 

power dissipation and the computational accuracy. 

Compared with an exact multiplier (Dadda tree 

multiplier), experimental results show that the 

proposed approximate multiplier can achieve 

14.62% ~ 25.92% reduction in power consumption 

with only 0.07% ~ 0.89% NMED. Therefore, the 

proposed approximate multiplier does achieve both 

low power and high accuracy. Digital computer 

arithmetic is an aspect of logic design with the 

objective of developing appropriate algorithms in 

order to achieve an efficient utilization of the 

available hardware. Given that the hardware can 

only perform a relatively simple and primitive set 

of Boolean operations, arithmetic operations are 

based on a hierarchy of operations that are built 

upon the simple ones. Since ultimately, speed, 

power and chip area are the most often used 

measures of the efficiency of an algorithm, there is 

a strong link between the algorithms and 

technology used for its implementation. Our 

research aims at improving the speed of the binary 

multiplication by using various adders like carry 

look ahead adder and carry save adder. The 

objective of our project is to use various types of 

adders and compare the results in terms of delay 

and the power consumed in the multiplier. We are 

aiming at using different algorithms for multiplier 

such as Booths algorithm, Vedic multiplier, and so 

on. In order to build a multiplier which consumes 

less power and delivers results faster, we will be 

using ripple carry adder, carry look ahead adder, 

and carry save adder. 

 

II. Literature Survey 

Approximate circuit design is an innovative 

paradigm for error-resilient image and signal 

processing applications. Multiplication is often a 

fundamental function for many of these 

applications. In this paper, three approximate 

compressors are proposed with an accuracy 

constraint for the partial product reduction (PPR) in 

a multiplier. Both approximation and truncation are 

considered in the approximate multiplier design. 

An image sharpening algorithm is then investigated 

as an application of the proposed multiplier 

designs. Extensive simulation results show that the 

proposed designs achieve significant reductions in 

area and power while achieving a high signal-to-

noise ratio (SNR > 35 dB), compared to their exact 

counterparts as well as other approximate 

multipliers. 

Inexact (or approximate) computing is an attractive 

paradigm for digital processing at nanometric 

scales. Inexact computing is particularly interesting 

for computer arithmetic designs. This paper deals 

with the analysis and design of two new 

approximate 4-2 compressors for utilization in a 

multiplier. These designs rely on different features 

of compression, such that imprecision in 

computation (as measured by the error rate and the 

so-called normalized error distance) can meet with 

respect to circuit-based figures of merit of a design 

(number of transistors, delay and power 

consumption). Four different schemes for utilizing 

the proposed approximate compressors are 

proposed and analyzed for a Dadda multiplier. 

Extensive simulation results are provided and an 

application of the approximate multipliers to image 

processing is presented. The results show that the 

proposed designs accomplish significant reductions 

in power dissipation, delay and transistor count 

compared to an exact design; moreover, two of the 

proposed multiplier designs provide excellent 

capabilities for image multiplication with respect to 

average normalized error distance and peak signal-

to-noise ratio (more than 50 dB for the considered 

image examples). 

 

III. HIGH ORDER COMPRESSORS. 

 

The critical path of a multiplier is often 

related to the maximum height of PPM (partial 

product matrix). Thus, there is a need to compress 

the PPM. A n:2 compressor is a slice of a multiplier 

that reduces n numbers (i.e., product terms) to two 

numbers when properly replicated. In slice i of the 

multiplier, the n:2 compressor receives n bits in 

position i and one or more carry bits from the lower 

positions (such as i-1), and produces two output 

bits in positions i and i+1 and one or more carry 

bits into the higher positions. 

Conventionally, 4:2 compressors are used 

in the multiplier design. Fig. 1(a) gives the block 

diagram of an accurate (i.e., exact) 4:2 compressor. 

The four input bits are denoted as X0, X1, X2 and 

X3. The two output bits in positions i and i+1 are 

denoted to as Sum and Carry respectively. The 

carry bit from the lower position is denoted as Cin 

while the carry bit into the higher position is 

denoted as Cout.  



2137                                              JNAO Vol. 15, Issue. 1, No.15 :  2024 

Fig. 1(b) gives the block diagram of an 

approximate 4:2 compressor. To save the logic of 

carry chains, the carry bits Cin and Cout are 

omitted. Moreover, to reduce the error rate, the 

logics of Sum and Carry are re-designed (i.e., 

different from the logics of Sum and Carry in an 

accurate 4:2 compressor).  

Previous works did not consider high-

order compression (i.e., did not consider n ≥ 5). In 

fact, high-order compression can further reduce the 

delay and power. In this section, we introduce our 

high-order compressor design (i.e., n ≥ 5). 

 
Figure 1. (a) Accurate 4:2 compressor (b) 

Approximate 4:2 compressor.  

The Approximation of Carry Here, we 

study the approximation of the logic of the Carry 

output. In a conventional half adder, the carry bit 

Ch is defined as below: 

   (     )        

In a conventional full adder, the carry bit Cf is 

defined as below: 

 
As described, we can implement the 

equation (1) as a modified half adder, and 

implement the equation (2) as a modified full 

adder. Fig. 2 (a) and Fig. 2 (b) give the logic of 

modified half adder and the logic of modified full 

adder, respectively. Then, based on the modified 

half adder and the modified full adder, we can 

construct the approximation logic for the Carry 

output of a high-order approximate compressor. In 

the following, we use the Carry output of our 

approximate 5:2 compressor examples. When the 

number of input bits is 5 (i.e., n = 5), we can split 

the 5 input bits into 2 groups: one group includes 

X0, X1, and X2, and the other group includes X3 

and X4. Then, the Carry output of our approximate 

5:2 compressor is as below: 

 

Fig. 3 displays the logic of the Carry output of our 

approximate 5:2 compressor. 

When the number of input bits is 8 (i.e., n 

= 8), we can split the 8 input bits into 3 groups: one 

group includes X0, X1, and X2, one group includes 

X3, X4, and X5, and one group includes X6 and 

X7. Then, the Carry output of our approximate 8:2 

compressor is as below: 

Cf (X0, X1,X2) + Cf (X3,X4,X5) + Ch(X6,X7) + 

Cf(X0+X1+X2, X3+X4+X5, X6+X7). 

 
Figure 2. (a) Modified half adder (b) Modified full 

adder. 

 
Figure 3. The logic of Carry output of our 

approximate 5:2 compressor. 

A. The Approximation of Sum  

Here, we study the approximation of the 

logic of Sum output. Conventionally, the tree of 

XOR gates are used to produce the output Sum. 

However, compared with other logic gates, XOR 

gate often has larger design overheads.  
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Figure 4. Sum of 5:2 compressor. (a) 

Accurate (b) Our approximate  

We construct the approximation logic (a 

tree of logic gates) for the Sum output of a high-

order approximate compressor as below. At the 

first level, we use XNOR gate instead of XOR gate. 

Note that the output of XNOR gate is the inverse of 

the output of XOR gate. To compensate for the 

error rate, we use NOR gate at the second level and 

OR gate at the third level. Since all XOR gates are 

replaced by other logic gates, the design overheads 

are greatly saved. In the following, we use the Sum 

output of 5:2 compressor (Fig. 4) as examples. Fig 

4 (a) gives the logic of the Sum output of an 

accurate 5:2 compressor. Fig 4(b) gives the logic of 

the Sum output of our approximate 5:2 compressor. 

 

APPROXIMATE MULTIPLIER DESIGN  

Typically, a multiplier consists of three 

parts. In the first part, AND gates are utilized to 

generate partial products. In the second part, the 

maximum height of PPM (partial product matrix) is 

reduced by using a carry save adder tree. In the 

third part, a carry propagation adder is used to 

produce the final result. The design complexity of a 

multiplier is primarily related to the PPM reduction 

circuitry (i.e., the multiplier is primarily related to 

the PPM reduction circuitry (i.e., the second part). 

Thus, the study of multiplier design focuses on the 

optimization of the PPM reduction circuitry.  

 
Figure 5. The PPM reduction in the existing approximate 

multiplier. 

In this section, we propose an approximate 

8 x 8 multiplier design. Fig. 6 gives the overall 

structure of our PPM reduction circuitry. 

According to the significance, the weights are 

classified into three categories: the higher 

significance weights, the middle significance 

weights, and the lower significance weights. Note 

that the designers are allowed to configure the 

number of higher significance weights, the number 

of middle significance weights and the number of 

lower significance weights for the trade-off 

between the power consumption and the 

computational accuracy.  

To reduce the power consumption with a 

small error, our PPM reduction circuitry applies the 

significance driven logic compression technique as 

below: the higher significance weights use accurate 

(i.e., exact) 4:2 compressors; the middle 

significance weights use our approximate high-

order compressors (i.e., the approximate n:2 

compressors proposed in Section II); the lower 

significance weights use inaccurate compressors 

(OR-tree based approximation).  

Our PPM reduction circuitry has two 

stages. The first stage is for all the weights. The 

second stage is only for the higher significance 

weights. After the second stage is completed, each 

weight has at most two product terms. Thus, a carry 

propagation adder can be used to produce the final 
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result. In the following, we elaborate the details of 

these two stages.  

A. The First Stage  

For each lower significance weight, we 

use a simple OR tree based approximation for 

power saving. Suppose that the number of inputs is 

n. If n ≤ 2, no action is performed. On the other 

hand, if n > 2, we use an OR tree for n-1 inputs to 

approximate the accumulation result of these n-1 

inputs. Thus, after the first stage is done, each 

lower significance weight has at most two product 

terms. For each middle significance weight, we use 

our approximate n:2 compressor for power saving, 

where n is the number of product terms in this 

weight. As described in Section II, the designers 

can choose one of the following two 

implementations: one implementation is with 

accurate Sum and approximate Carry and the other 

implementation is with approximate Sum and 

approximate Carry. After the first stage is done, 

each middle significance weight has at most two 

product terms.  

To achieve high accuracy, for each higher 

significance weight, we use accurate (i.e., exact) 

4:2 compressors. For each accurate 4:2 compressor, 

if the number of product terms is less than 4, the 

values of other inputs to this compressor are set to 

be 0. In the rightmost higher significance weight, 

the carry bit Cin of one accurate 4:2 compressor is 

from the Carry output of the leftmost middle 

significance weight, and the carry bit Cin of the 

other one accurate 4:2 compressor is set to be 0. 

 

IV. Results 

Result of the proposed design is 

implemented using Xilinx ISE for simulation and 

Synthesis. 

 

Simulation. 

 
Fig. 6 Simulation. 

Synthesis Result: 

 
Fig 7 RTL Schematic 

 
Fig. 8 Design Summary. 

 

 
Fig. 9 Timing Summary. 

 

V. CONCLUSION 

This paper presents a low-power high-

accuracy approximate 8 x 8 multiplier design. To 

achieve high accuracy, we use accurate (i.e., exact) 

4:2 compressors in the higher significance weights. 

To reduce power consumption, we use high-order 

approximate compressors in the middle 

significance weights. To our knowledge, the 

proposed design is the first work that successfully 

utilizes high-order approximate compressors in the 

approximate multiplier design for achieving low 

power dissipation while still maintaining high 

accuracy. 
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